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Studying the Effect of Material and Geometry on
Perceptual Outdoor Illumination

Miao Wang, Member, IEEE, Jin-Chao Zhou, Wei-Qi Feng, Yu-Zhu Jiang and Ana Serrano, Member, IEEE

Abstract—Understanding and modeling perceived properties of sky-dome illumination is an important but challenging problem due to
the interplay of several factors such as the materials and geometries of the objects present in the scene being observed. Existing
models of sky-dome illumination focus on the physical properties of the sky. However, these parametric models often do not align well
with the properties perceived by a human observer. In this work, drawing inspiration from the Hosek-Wilkie sky-dome model, we
investigate the perceptual properties of outdoor illumination. For this purpose, we perform a large-scale user study via crowdsourcing
to collect a dataset of perceived illumination properties (scattering, glare, and brightness) for different combinations of geometries and
materials under a variety of outdoor illuminations, totaling 5,000 distinct images. We perform a thorough statistical analysis of the
collected data which reveals several interesting effects. For instance, our analysis shows that when there are objects in the scene
made of rough materials, the perceived scattering of the sky increases. Furthermore, we utilize our extensive collection of images and
their corresponding perceptual attributes to train a predictor. This predictor, when provided with a single image as input, generates an
estimation of perceived illumination properties that align with human perceptual judgments. Accurately estimating perceived
illumination properties can greatly enhance the overall quality of integrating virtual objects into real scene photographs. Consequently,
we showcase various applications of our predictor. For instance, we demonstrate its utility as a luminance editing tool for showcasing
virtual objects in outdoor scenes.

Index Terms—Perceptual Outdoor Illumination, Geometry, Material.

✦

1 INTRODUCTION

H UMAN perception of environmental illumination is influ-
enced not only by the surrounding lighting, such as indoor

lamps or outdoor natural sunlight, but also by the material re-
flectance, and surface geometry of the main observed objects
in the scene. Different materials have different effects on the
reflective properties of lighting, resulting in variations in perceived
illumination. For instance, the same light illuminating a piece of
wood and a piece of glass of the same shape shows different
reflections, while the same wood material with different shapes
forms different light transports. Understanding the interplay of
material and geometry on perceived illumination is key to im-
proving virtual object insertion and editing in captured real-scene
photos. Our work bridges the gap between physical properties
of sky-dome illumination and the perceptual traits of outdoor
illumination, contributing to creating more realistic results.

Perceptual material appearance is a popular research field that
is highly related to the perception of illumination, as lightness
can be regarded as a material property. There are many works
investigating the perceptual properties of materials [1], [2], [3],
[4], most of which focus on only a few appearance properties
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such as gloss [5], [6], [7] or translucency [8], [9]. Some works
study the impact of both geometry and illumination under a limited
variety of material reflectances, geometries and illuminations [10],
[11], [12], [13], [14], [15]. Closer to our work, Serrano et al. [16]
provide a comprehensive summary of the existing research and
systematically organize the study of the impact of geometry and il-
lumination on material appearance perception. Although lightness
can be regarded as one of the main material reflectance properties
and has been well explored in previous studies, the interactions
between lightness properties and perceptual illumination, and
the impact of geometry and material reflectance on perceptual
illumination are still not fully understood, even for natural outdoor
environments with simple lighting conditions.

For outdoor environments with natural scenes, the sun is
commonly regarded as the light source. Previous works take
efforts toward analytic outdoor illumination modeling [17], [18],
which aims to reconstruct the ground-truth environment map from
a single captured image by recovering a compact set of sky
parameters. Some works build a probability distribution over the
sun position and visibility, attempting to estimate the analytical
outdoor environment from extracted image statistics through data-
driven optimization [19]. Deep learning-based methods [18], [20]
use end-to-end image feature extraction and regression pipelines
to estimate the outdoor sunlighting by incorporating convolutional
neural networks, achieving considerable performance.

However, although these models can provide an accurate
estimation of the properties of outdoor environments, there is still
a disconnect between purely physical properties and the perception
of illumination, which heavily depends on other characteristics
of the scene such as the materials and geometries of the objects
that are visible. In this work, we use the Hosek-Wilkie analytical
model [17] as a conceptual inspiration. We take key parameters
from this model as a guide, reinterpreting them as perceptual
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Fig. 1: Illustration of the perceptual attributes scattering, glare,
and brightness under changing environments. The top row rep-
resents the perceptual scattering, where the surface reflection
appears to be increasingly muddy when raising the scattering level.
The middle row shows the perceptual glare, where the surface
becomes shinier when increasing the glare level. The bottom
row represents the perceptual intensity of the sunlight. All the
perceptual attributes are controlled by tuning the environment
maps (bottom-right), where the environment maps in the middle
column are set as identical for better visual comparisons.

attributes to investigate outdoor sky lighting. We focus on out-
door environments and investigate how the human visual system
(HVS) perceives such illumination under different combinations
of surface geometries and material reflectances [21].

Specifically, in order to collect sufficient data for the study,
we synthesize 5,000 images of combinations of geometries and
materials under a variety of outdoor illuminations using photo-
realistic rendering software [22]. Then, we use crowd-sourcing to
collect ratings for these images for three subjective outdoor sky
attributes: scattering, glare and brightness, building a compre-
hensive perceptual outdoor illumination dataset. Fig. 1 illustrates
examples of these three perceptual attributes from low (left) to
high (right) levels. Further, we conduct a statistical analysis of the
effect of geometry and material on perceived outdoor illumination
to understand how the HVS is influenced by geometry or material
reflectance factors. Leveraging our dataset, we also train a deep
neural network to predict such perceptual outdoor illumination
attributes from real-world photos. These two components, though
distinct, form integral parts of our research, collectively enhancing
our understanding and predictive capabilities in the realm of
outdoor illumination. Finally, we demonstrate the benefits of our
trained perceptual outdoor illumination attribute predictor with
several applications. For instance, our predictor can be used as
a tool for designers and artists to conveniently select and produce
background images that match their perceptual goals. The main
contributions of our work are as follows:

• A new perceptual outdoor illumination dataset that in-
cludes 5,000 images with distinct combinations of mate-

rial, shape and outdoor environment illumination produced
using physically-based rendering, as well as their corre-
sponding crowd-sourced subjective ratings for perceived
sky attributes;

• A comprehensive study on the impact of geometry and
material on perceived outdoor illumination;

• A novel perceptual outdoor illumination model that pre-
dicts the scattering, glare, and brightness properties of an
observed scene;

• A demonstration of potential applications of our perceptual
outdoor illumination model.

Our collected dataset and predictor are publicly available at:
https://buaavrcg.github.io/PerceptualOutdoorIllumination

2 RELATED WORK

Our goal is to understand the effect of surface geometry and
material reflectance when perceiving outdoor illuminations and
propose a model that accounts for these interactions. This is
closely related to the fields of environment illumination estima-
tion (Sec. 2.1), overall appearance perception (Sec. 2.2), and in
particular lightness perception (Sec. 2.3).

2.1 Illumination estimation
Illumination estimation aims to accurately reconstruct real-world
complex environment lighting with daily used equipment or exac-
titude instruments under controllable costs. Environment lighting
can mainly be divided into two categories: outdoor environments
and indoor environments. Due to diverse surface geometries and
materials with complex visibility situations in indoor scenes,
indoor illumination estimation is complex and highly challeng-
ing [23], [24], [25]. As a first step towards modeling the effect of
geometry and materials in perceived illumination, in this work we
focus on outdoor environment lighting, remaining indoor illumi-
nation a promising line of future work. For outdoor illumination
estimation, Lalonde et al. [19] proposed a generic estimation
method, which calculates probability distribution related to sun
properties using image statistics extracted from multiple images.
Hold-Geoffroy et al. [18] proposed a deep convolutional network
trained with a large image dataset capable of regressing the
estimated sun position and intensity for a given image, following
the Hosek and Wilkie parametric sky representation model [17].
Later, Hold-Geoffroy et al. [20] extended their work by proposing
an end-to-end deep neural network, replacing the parametric sky
presentation with a latent code, which led to better performance
in approximating outdoor illuminations. Recent advancements im-
prove the feature extraction network through attention mechanism
[26] or multi-scale feature fusion [27], resulting in significant
success across numerous computer vision tasks. We leverage the
power of neural networks while building our research on the
foundation of Hosek-Wilkie parametric sky model, which has been
widely used for real-time sky-dome rendering [28].

2.2 Image-based appearance perception
Since the light entering the human eye is produced by a combi-
nation of the surface properties of the object and the light source,
the perception of material appearance is strongly influenced by
incident illumination. Therefore, illumination and material per-
ception are two closely related topics. Classic methods of image-
based appearance perception argued that glossiness and lightness
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Fig. 2: Representative sample environment maps from our collected illumination database.

correlate with simple image statistics (e.g. standard deviation,
kurtosis, skewness) derived from luminance histograms [12], or
the similarity of the subband histograms of the images [29].
Marlow et al. [11] suggested that the perception of gloss relies on
a complex heuristic weighting of cues of specular image structures
such as highlight coverage, sharpness and contrast. In follow-
up work, Fleming et al. [30] pointed out that these methods are
not ubiquitous on existing perceptual data and proposed highly
nonlinear visual encodings to explain the material perception
process. Since complex non-linear encodings have been shown
to better explain perceptual impressions in complex images, deep
learning has been recently adopted in many works as a unified
framework for computationally modeling such non-linear encod-
ings. Deep features [31] have been leveraged to discover sets of
representative materials by training material classifiers. Further,
Storrs and Fleming [32] showed that deep learning architectures,
in particular a variational autoencoder (pixelVAE), can be trained
in an unsupervised way to reproduce human gloss judgments
for simple scenes with variable bump-maps and different envi-
ronment illuminations. Recently, Serrano et al. [16] showed that
deep neural networks trained with their proposed extensive set
of perceptual data can effectively predict perceptual reflectance
attributes and are robust to various scenarios. Inspired by these
works, we leverage a deep neural network for modeling the
perception of illumination properties as well as discovering the
complex interactions between geometry and material reflectance
on illumination perception.

2.3 Lightness perception
Common objects with shiny surfaces can reflect surrounding
lighting information such as sun position or light source intensity,
while it is difficult for humans to perceive the environment
illumination information from rough surfaces such as wood or
paper [13], [33]. Previous work [12] suggested that there are neural
mechanisms sensitive to perceptual lightness and image statistics
that correlate perceived illumination with the standard deviation
of the luminance of the resulting image. Recently, the work of
Toscani et al. [34] showed that, while the brightest regions of
matte surfaces are good predictors of lightness, these regions have
a limited impact on lightness perception for glossy surfaces. The
combination of local and global anchoring of lightness values [35]
appears to provide a unified account of intrinsic image models
and surface patterns. The visible surface region also seems to
correlate with perceived lightness [34], indicating that geometry
surface properties play an important role in the human visual
perception of lightness. Recent studies [13], [21], [36] found
that specular highlights may be ignored by human observers
while they evaluate the lightness of glossy objects, resulting in

a weak correlation to perceived lightness. Existing studies usually
target a particular effect with a limited set of simple stimuli for
controlled experiments. In contrast, in our work we aim to study
perceived lightness and its interactions with material and geometry
in realistic images with real-world illuminations building upon a
formal sky lightness model.

3 PERCEPTUAL DATA COLLECTION

This section outlines the experimental stimuli and method used to
collect our perceptual responses through crowdsourcing. Further
details are available in the supplementary material.

3.1 Stimuli
We use a wide variety of environment light probes under different
combinations of geometries and materials, totaling 5,000 distinct
rendered images covering 5 materials, 5 geometries, and 200
illuminations represented by lat-long warped environment images.
We use Mitsuba 1 [22] for rendering our stimuli into low dynamic
range images with resolution 512×512 and gamma correction.

3.1.1 Illuminations
The real world has complex and variable light conditions. For
simplification, we only focus on outdoor environments. We col-
lect 312 real-world natural outdoor high dynamic range (HDR)
environment maps from online sources12, and compute their high-
frequency content [37] after normalizing them so that the integral
of the luminance is the same for all environment maps [16], [38].
We select 200 of them aiming for variable outdoor illuminations
and a balanced distribution of image statistics, and ensuring a
variety of sun sky brightness, different types of atmospheres,
and different weather conditions. The manual selection we have
employed demonstrates strong credibility regarding our perceptual
attributes. Furthermore, we have ensured a well-balanced distribu-
tion of illumination within the selected samples by incorporating
the concept of importance sampling, particularly emphasizing
their high-frequency content. Representative images of the se-
lected environment maps are shown in Fig. 2, and a detailed
analysis of the illuminations can be found in Sec. 4.

3.1.2 Materials
We represent real-world materials with the bidirectional re-
flectance distribution function (BRDF) and, inspired by Guo et
al. [39], we select 5 representative BRDFs from 520 measured
ones used in previous studies [16]. These materials are categorized

1. https://polyhaven.com
2. https://hdrmaps.com/hdre/

https://polyhaven.com
https://hdrmaps.com
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as leather, fabric, bio, metal, and natural based on their physical
properties and real-world category. Bio stands for materials that
have rough and bumpy opaque surface and natural stands for
materials made of natural substances. These categories are easy
for humans to understand intuitively. For example, leather is less
reflective while metal reflects more the surrounding environment.
More details on our selection criteria are provided in Section 4.

3.1.3 Geometries
The 5 selected geometries have varied features in order to produce
different reflections and perceived effects. We include commonly
used geometries in graphics and material perception research
(bunny, buddha, teapot). Bunny and teapot represent relatively
simple shapes with low complexity, while buddha represents a
more complex geometry and has more smoothed normals. Then
we add blob as it has been shown to be one of the best commonly
used shapes for material discrimination tasks [40] and has the
most smooth gaussian curvature (kG = k1k2, where k1,k2 are two
principal curvatures at a point on a surface). Finally, we add
the ghost which has the most rugged surface with high gaussian
curvature and can easily influence the human visual perception
since it has been specifically optimized for single image material
comparison tasks [41].

3.2 Methods
3.2.1 Perceptual attributes
Hosek and Wilkie [17] proposed an analytic model (Hosek-Wilkie
model) to represent outdoor lighting, which parameterizes the
HDR sky dome using 4 parameters. For simplicity, we focus on
two parameters: ground albedo and turbidity, and we do not take
into account the remaining parameters modeling complex solar
elevation variations as these do not affect solar radiance. Inspired
by the Hosek-Wilkie sky model, we propose a perceptual sky
model, which uses three parameters to parameterize the perceived
outdoor sky: scattering, glare and brightness. Scattering is a
simple and intuitive measure of the number of aerosols in the air,
which is reflected in the clarity of the sky, glare indicates whether
the sunlight is focused on the object or is reflected on the object,
and brightness indicates the intensity of the sunlight. In Fig. 1 we
illustrate the perceived visual impact of these parameters.

3.2.2 Participants
A total of 133 participants (50.4% female, average age=21.7,
σ = 2.93 years old) took part in our perceptual survey. Of
those participants, 33.9% claimed to have experience in computer
graphics, 39.2% claimed to have experience with design and
modeling software and 24.7% to claimed have artistic knowledge.
Participants completed the study online on regular office displays.

3.2.3 Procedure
To collect our subjective ratings we implemented a web interface
that allowed participants to complete the survey on their own
displays, similarly to previous works [16], [42]. Please, see Fig. 3
and supplementary material for more details. Before launching this
large-scale survey, we run several iterations of a pilot survey on a
small range of controllable participants with the goal of refining
the interface and explanations, and in order to ensure that the
final version was well-understood and the chosen sky parameters
were meaningful and descriptive. When these pilot tests were
performed with good feedback from the participants, we moved to

the large-scale survey. We performed our study by crowdsourcing,
publicizing our web interface on the internet, and inviting a region
of participants to access our survey. For ensuring the robustness of
the collected data and for anchoring the limits of the rating scales,
we included a tutorial and a training stage with examples [43]. In
this stage, the task and different attributes were explained to the
participants, and they were presented with a short training session
with obvious examples (not part of our tested stimuli) to help
them get familiar with the web interface and minimize unreliabil-
ity [44]. We also included control images throughout the survey for
detecting unreliable participants [45]. We collected demographic
information: gender (male-female-other), knowledge of computer
graphics, experience with design or modeling software, and artis-
tic experience (none-basic-intermediate-professional). Each trial
consisted of an image in which the participant had to rate our
three sky parameters (scattering, glare and brightness). Similarly
to previous works [16], [33], we chose a Likert rating task for a
good trade-off between the number of trials and difficulty of the
task and used a 7-point Likert scale for a good balance between
granularity and complexity [46]. The extremes of the scales were
labeled as ”low” and ”high”. Each survey consisted of 20 images
selected randomly from our image pool and 3 control images:
one showing a very muddy image and two showing very clear
images, to detect inattentive or malicious participants. Data from
a participant is discarded if the responses for the muddy image
include low scattering and high brightness (scattering < 3 or
scattering > 5) or the responses for the clear image include high
scattering and low glare (scattering > 5 or scattering < 3). As a
result, we obtained 20,112 valid responses, from which we ensure
that each image had been viewed at least 3 times.

4 PERCEPTUAL DATA ANALYSIS

In this section, we first perform a statistical analysis of the effects
of material and geometry on our perceptual outdoor illumination
attributes: scattering, glare, and brightness. Then we analyze
the pairwise interaction effects of geometry and material. In the
supplementary material, we provide more analysis data that further
elaborate on the perceptual illumination attributes.

4.1 Statistical analysis

We first investigate whether material and geometry each have
a significant impact on participants’ subjective ratings. Our de-
pendent variables (sky attributes) are 7-point Likert items and
the collected observations do not obey a normal distribution
(p< 0.05 for the Kolmogorov-Smirnov test). Therefore we adopt a
cumulative link mixed model (CLMM) for analyzing our ordinal-
scale observations [47], [48], [49]. Cumulative link models have
been used in previous works to analyze Likert data [16] since
they are particularly tailored to handle the ordered nature of
Likert items by treating these ratings as consecutive instead of
quantitative. For each level of the ordinal response, the cumulative
link model computes cut-off points that separate the levels of
the ordinal response as the cumulative probability of being in
such level or lower. We employed the Estimated Marginal Means
with Bonferroni correction for post-hoc multiple comparisons.
The fixed factors of our analysis are the material and geometry
parameters, while user (representing individual participant) and
illumination are considered as mixed effects. This approach en-
ables us to account for residual differences caused by the diversity
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Fig. 3: Procedure for crowdsourcing perceptual data. We represent the procedure with a diagram to simplify the actual web interface
for a better understanding of our workflow. The screenshots of our web interface are provided in the supplementary material.

and variations of participants. The statistical significance level α

for all tests was set to 0.05.

4.1.1 Effect of material
The study demonstrated a significant effect of material on the
perceived illumination attributes (p < 0.001). The reflective prop-
erties of surfaces determine the visual patterns of illumination
perceived, making the selected materials a critical factor in de-
termining the perceived illumination attributes. Fig. 4 presents the
mean response of attributes for each level of the factor, adjusted
for other variables in the model. Materials with high roughness,
such as leather, fabric, and bio, result in a relatively high perceived
scattering of illumination. On the other hand, materials with clear
reflections, such as metal and natural, lead to lower perceived
scattering of illumination. The roughness of materials results in
cloudy reflections that contribute to the perception of a higher
scattering environment. In terms of glare perception, a significant
difference was observed with leather compared to other materials
due to its absorption properties, leading to lower perceived glare.
For perceived brightness, fabric and natural materials exhibit the
highest ratings. Clear reflections are observed in all materials ex-
cept for leather, which contributes to higher perceived brightness.

4.1.2 Effect of geometry
We discovered a significant impact of geometry on the perceived
illumination attributes, with p < 0.001. The effect of geometry on
the perception of illumination is highly relevant since it plays a
vital role in determining the light transport path. Fig. 4 depicts
the adjusted impact of geometry on each attribute. Our findings
suggest a uniform trend in the effect of geometry on all perceived
attributes. Geometries featuring large, smooth surfaces that offer
clear reflections (ghost, teapot and blob) produce lower perceived
scattering, while geometries with more intricate details (bunny,
buddha) result in higher perceived scattering, potentially due to
the lack of a large flat surface area to clearly observe reflections.
The results also suggest that complex geometry shapes with steep
gradients tend to produce lower glare effects, as exemplified
by buddha, which produced the lowest perceived glare rating.
While the smooth surface of blob resulted in stable ratings for all
perceived attributes, it is more prone to reflect light with varying
normals. A possible reason for this is that the perception of relative
lightness among different regions is determined almost entirely by
the diffuse component of visible surface [36].

4.2 Interactions of material and geometry

We compute all pairwise post-hoc tests which yield 25 combina-
tions (5 materials × 5 geometries) for investigating the interaction
of material and geometry. For better visualization, we process a
subset of the data and visualize it in Fig. 5. Inspired by Guo et
al. [39], we compute the statistics of mean albedo (Mα ), scatter
gloss (Msg) and scatter anisotropy (Msa) for materials as follows:

Mα =
N

∑
k=0

α( kπ

2N )

N

Msg =
N

∑
k=0

N · s3(
kπ

2N )

s1(
kπ

2N )

Msa =
N

∑
k=0

N · s2(
kπ

2N )

s1(
kπ

2N )
,

(1)

where N denotes sample counts to approximate the inte-
gral, α(ωo) represents the albedo computed as α(ωo) =∫
S 2

+
ρ(ωo,ωi)cosθidωi, and si(ωo) denotes the eigen values of

scatter matrix S(ωo) =
∫
S 2

+
ωiω

T
i ρ̂(ωo,ωi)dωi.

The above three variables then have the ability to represent
all aspects of material properties in the material space. For
geometries, since users can only observe the geometry from a
fixed viewpoint based on rendered image settings, we compute the
high-frequency content (Gh f c) of the visible region to represent
the geometry variations [37]. We provide the statistics computed
from material and geometry in terms of the perceived scattering,
glare and brightness in Fig. 6, in order to enrich our analysis.

4.2.1 Scattering

The changes in the perception of scattering, observed by varia-
tions in either material or geometry, exhibit similar trends across
different geometries and materials, as demonstrated in Fig. 5 (left
column). Our findings suggest that the perception of scattering is
strongly influenced by the reflectance of the material (Ma), with
an inverse trend observed for material anisotropy (Msa), where the
anisotropically reflected light is restricted to a limited range of
directions. In addition, surface geometry also plays a significant
role in the perceived scattering. Specifically, the blob geometry
consistently receives the lowest rating due to its smooth and
simplified shape, resulting in low values of Gh f c. The curvature of
the surface varies slowly across the visible region in the rendered
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teapot ghost bunny buddha blob

Fig. 4: Top: Example of our five materials (first row) and geometries (second row) with the illumination hdre-276 from the collected
environment maps. Bottom: Effect of material (third row) and geometry (fourth row) in the perceived attributes of illumination
(scattering, glare and brightness). Estimated Marginal Means approximate the mean response for each factor, adjusted by Bonferroni
correction for multiple comparisons. The orange dots indicate the mean values, and the blue bars indicate the 95% confidence intervals.
The clusters of factors that do not yield statistically significant differences are connected with gray lines.

TABLE 1: Evaluation results with the bunny and metal test dataset (Set A) and extrapolation results with the additional validation
dataset (Set B). Mean absolute error ± standard deviation for our two tested architectures and loss functions.

Network structure Evaluation (Set A) Extrapolation (Set B)

MSE Loss MSLE Loss MSE Loss MSLE Loss

ResNet52 0.1320±0.1065 0.1289±0.1000 0.2394±0.1612 0.2323±0.1541
VGG16 0.1274±0.1010 0.1247±0.0999 0.2238±0.1506 0.2056±0.1330

TABLE 2: Evaluation (set A) and extrapolation (set B) results for each of our three predicted attributes with our selected configuration
(VGG16, MSLE loss). Mean absolute error ± standard deviation for each attribute.

Scattering Glare Brightness All

Evaluation (Set A) 0.1195±0.0095 0.1209±0.1017 0.0990±0.0450 0.1247±0.0999
Extrapolation (Set B) 0.1859±0.0944 0.3180±0.0532 0.0639±0.0229 0.2056±0.1330



7

Fig. 5: Estimated marginal means effects of scattering and brightness for the interaction of materials and geometry.
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Fig. 6: Estimated marginal effects for scattering, glare and brightness for different materials (left) and geometries (right).

viewpoint, leading to a more regular reflection of illumination and
consequently a lower perception of scattering.

4.2.2 Glare
The changes in glare perception resulting from variations in
surface material and geometry were investigated in this study
(Fig. 5, central column). A similar trend in perceived glare
was observed across different geometries when only material
variations were applied and vice versa, suggesting the important
role of both factors. Specifically, the natural material exhibited
the highest anisotropy (Msa) and relatively low glossiness (Msg),
which resulted in the highest glare perception. In general, the trend
of perceived brightness followed the material anisotropy, except
for the fabric material, where high glare perception corresponded
to the highest mean albedo among all materials. Our data also
revealed that the perception of glare was strongly impacted by
material anisotropy (Msa), and the influence of material reflectance
(Ma) should not be ignored. Surface geometry also had a strong
impact on perceived glare. The buddha had the lowest glare

perception due to the rapidly changing surface curvature, while
the blob with its most smooth shape resulted in the highest rating.
Although the remaining geometries did not yield statistically
significant differences, we can view glare perception as tightly
related to surface curvature.

4.2.3 Brightness
The effects of material and geometry variations on perceived
brightness were investigated, and similar trends were observed
for changes in both factors (Fig. 5, right column). Specifically,
materials with higher anisotropy (Msa) and lower glossiness (Msg),
such as the natural material, were associated with higher bright-
ness perception. However, for the fabric material, high brightness
perception corresponded with low anisotropy. Surface geometry
was also found to play a significant role in brightness perception.
The blob geometry, with slowly changing curvature, and the ghost
geometry, which always had a perpendicularly reflectable direction
with respect to the viewpoint, tended to expose the illumination
brightness directly to the viewer.
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Fig. 7: The example showcase of our extrapolation dataset:
cylinder and elephant with two new material illuminate by left
environment probes.

5 PREDICTING PERCEPTUAL ATTRIBUTES

In this section, we introduce our approach for predicting percep-
tual illumination attributes from images. To the best of our knowl-
edge, our work is the first that estimates perceived illumination
attributes for outdoor scene perception. This section begins with
an overview of our neural network and loss functions, followed by
validation of its robustness in different scenarios and showcasing
potential failure cases. We conclude by evaluating the consistency
of the predictor under varying controlled conditions of point of
view, geometry, and material.

5.1 The learning-based model
Our approach to estimating perceptual properties leverages our
collected data. We train a neural network through supervised
learning, using our dataset of images as input and their corre-
sponding crowdsourced subjective attributes for scattering, glare,
and brightness as output targets. For each image, we compute
the mean rating for each attribute (each image has been rated
at least three times). We use the full dataset for training, except
images containing the bunny geometry and the metal material,
which we use as a validation set to test the predictor performance.
This leads to a training set of 3,200 images (200 illuminations ×
4 geometries × 4 materials), which are further augmented using
crops, flips, shifts, rotations, scaling, and Gaussian and Poisson
noise. As a result, more than 320,000 augmented examples are
generated for training, where 80% of the geometry are guaranteed
visible by adjusting the positions. We further normalize the 7-point
Likert attribute data to the range of 0 to 1 for each example. We
experiment with the VGG16 [50], [51] and ResNet52 [42], [52]
architectures which have been widely used for various graphics
and vision tasks. We train the networks for 10 epochs with
batch size 4 and input resolution 256× 256. The optimization is
performed using the Adam optimizer [53] with an initial learning
rate set to 10−5. We replace the last layer of the networks with
a fully-connected layer that regresses a 3-dimensional attribute
vector. The Mean Squared Error (MSE) loss is used for network
training:

LMSE =
1
N

N

∑
i=1

(v̂i − vi)
2, (2)

where v̂, v are the 3-dimensional vectors containing the predicted
attribute values and ground-truth user ratings, respectively. N = 3
is the number of attributes. We additionally experimented with the
Mean Squared Logarithmic Error (MSLE) loss for comparisons:

LMSLE =
1
N

N

∑
i=1

(log(v̂i +1)− log(vi +1))2, (3)

G: 0.47 G: 0.48 G: 0.48

Fig. 8: For the case that glare effects are rare to happen on nearly
light-absorption material, our predictor is not able to fully learn
the image features that characterize the illumination glare: when
encountering fully diffuse surfaces, it shows similar perceptual
ratings for a non-specular surface.

Note that our statistical analysis provides foundational insights
into the influence of material and geometry on perceived sky
attributes. This analysis informs the development of the predictor,
which uses a neural network to encode the same factors observed
in the statistical analysis implicitly. Specifically, the predictor is
trained on images and rated attributes collected in the user study,
which includes variations in geometry, illumination, and materials.
Both are integral components of our work, providing foundational
insights and highlighting the usefulness of our collected dataset.

5.2 Validation

As mentioned in Sec. 5.1, we evaluate our model with a subset
of our dataset containing the bunny geometry and the metal
material (set A) that have not been used for model training. We
also provide an additional evaluation to test the extrapolation
abilities of our model, which contains newly collected data (set
B) as challenging cases. We include brand-new extrapolation
data with 100 additional outdoor illuminations collected from an
open-sourced website3, two complex geometries and two edited
BRDFs [54] from MERL and UTIA (see Fig. 7). This results in
completely new scenes never seen during training. The ground-
truth perceptual illumination rating data for this new extrapolation
dataset is collected following the same procedure described in
Sec. 3.2.3. For the sake of fair comparisons of the loss functions
(Eq. 2 and 3) that are already used for training, we employ another
Mean Absolute Error (MAE) metric for quantitative evaluations:

EMAE =
1
N

N

∑
i=1

||v̂i − vi||. (4)

Tab. 1 shows the results for our two tested architectures and
loss functions with the MAE metric. Note that VGG16 architecture
with MSLE loss performs slightly better than the other settings,
therefore we choose this model as our formal predictor. Tab. 2
illustrates the MAE metrics of the predicted perceptual attributes
by our method.

In general, our predictor performs well in most cases. How-
ever, we find it may fail in special cases. Glare effects are
common with materials that produce reflections, but it is hard to
observe glare effects on diffuse surfaces, which often absorb most
incoming rays. In these cases, our predictor may yield incorrect
predictions (see Fig. 8). Thus we ignore glare perception for the
following consistency tests.

3. https://hdri-skies.com

https://hdri-skies.com
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5.3 Consistency tests
Our predictor’s robustness under varying conditions of object
orientation, geometry complexity, and material is evaluated in
further detail. As previously mentioned, limited data and image
effects can cause perceived glare to be unstable. Therefore, we
place particular emphasis on the results of perceptual scattering
and brightness. Note that the geometries and materials utilized in
this section were not included in the training dataset. Examples of
the consistency tests performed can be found in Fig. 9, while com-
plementary examples are available in the supplementary material
for reference.

5.3.1 Object orientation
Fig. 9 top row shows the same object with different placing orien-
tations under the same illumination, labeled by our predictions for
scattering and brightness. While we rotate the geometry across the
Y-axis, the prediction for the above perceptual attributes remains
consistent. Different orientations of the geometry can produce
reflections at different scales, however, as reflectance can be
perceived as the interaction of geometry and materials, variations
in object orientation that do not produce significant changes in the
observed geometry produce consistent perceptions of scattering
and brightness.

5.3.2 Geometry complexity
The middle row of Fig. 9 reveals that when increasing the
geometry complexity from a simple sphere to a bumpy sphere,
the predicted scattering also increases. The rating is consistent
with our previously analyzed perceptual ratings, where the sphere
has lower ratings on perceptual scattering with simple geometry. A
reasonable explanation is that simple geometry may reflect clearer
outdoor illuminations on the same material, while complex shapes
will introduce shadows and interact with material reflectance.

5.3.3 Material variations
As illustrated in Fig. 9 bottom row, the predicted scattering
increases as the roughness of the material increases from a mirror-
like surface to a light-absorbing surface. This is also consistent
with our observations: material roughness has a strong impact on
perceived illumination.

6 APPLICATIONS

In this section, we demonstrate representative applications that can
use our illumination attribute predictor to benefit related fields.

6.1 Luminance editing for outdoor scenes
Since we adopt a neural architecture to predict the perceptual
attributes, integrating our predictor into a differentiable renderer
is straightforward, which allows us to perform outdoor scene
illumination editing in an intuitive manner. For simplicity, we
focus on luminance editing, which relates to camera exposure
and illumination intensity. We demonstrate this application by
adapting our predictor to the differentiable renderer Mitsuba
3 [55], which is a research-oriented rendering system specialized
in differentiable rendering. The input to the system is a scene
with a target material and geometry. For the geometry, we choose
the blob, bunny and teapot since they are common objects, and
for the material, we choose a rough conductor (with surface
roughness 0.01) for better visual discrimination. We set the camera

S: 0.54
B: 0.76

S: 0.55
B: 0.73

S: 0.54
B: 0.76

S: 0.47
B: 0.91

S: 0.48
B: 0.87

S: 0.52
B: 0.89

S: 0.50
B: 0.81

S: 0.53
B: 0.71

S: 0.57
B: 0.63

Fig. 9: Changes in perceived scattering and brightness in consis-
tency tests. Top: different placing orientations; Middle: increas-
ing geometry complexity; Bottom: increasing material roughness
(bottom). Our prediction is consistent with the visual changes.

B: 0.80
s : 0.76

B: 0.80
s : 0.59

B: 0.80
s : 0.81

B: 0.50
s : 0.68

B: 0.50
s : 1.12

B: 0.50
s : 0.64

Fig. 10: Example of luminance editing using our predictor under a
different material (center) and geometry (right). We set the target
perceived brightness of the environment to 0.5. Our predictor takes
into account changes in material and geometry and updates the
exposure scale s accordingly.

to look at the geometry above the horizon, and render the initial
image with sample count 1024 in order to reduce the noise at the
resolution of 512×512. Then we fix all scene parameters except
for exposure scale s, which represents the outdoor illumination
intensity. After we render the scene, we input the rendered image
into our predictor for predicting perceptual brightness. Finally, the
scene parameters are optimized by our proposed perceptual loss
to match the target perceived brightness:

L = ||A(R(Lx;Mt ,Gt))−TI ||2, (5)

where R is the differentiable rendering operation under target
material Mt and geometry Gt , x are the analytic illumination
intensity parameters that we actually want to optimize, and TI
is the target brightness. We simply multiply the scale s to the
environment map as input illumination Lx after exposure. Fig. 10
shows the luminance editing results for different materials (left and
middle) and geometry (left and right) with the target perceptual
brightness set to 0.5. We mark the target brightness as B in our
figure. Fig. 11 shows the edited examples of blob when we adjust
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B: 0.30
s : 0.35

B: 0.40
s : 0.50

B: 0.90
s : 1.75

B: 0.60
s : 1.00

B: 0.50
s : 0.68

B: 0.30
s : 0.46

B: 0.40
s : 0.79

B: 0.90
s : 2.16

B: 0.50
s : 1.33

B: 0.60
s : 1.79 

B: 0.30
s : 0.68

B: 0.40
s : 0.95

B: 0.90
s : 1.64

B: 0.50
s : 1.13

B: 0.60
s : 1.21 

Fig. 11: Luminance editing results. From left to right edited with target brightness: 0.3, 0.4, 0.5, 0.6 (fixed starting parameter), and 0.9.

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6 Target

Perceived Scattering

Fig. 12: Top: Collection of captured sample photos with predicted outdoor illumination. Bottom: Rendered sample using the above
environment map. Sample 6 is the best approximation of perceived scattering to our target image.

D
ra
go

n

low scattering - high glare

low scattering - low glare

Dr
ag

on

Fig. 13: Top: Recommended scenes with high scattering and high
glare. Bottom: Recommended scenes with high scattering and low
glare. Although both the top and bottom rows feature hazy skies,
the top row shows more glossy and reflective object surfaces,
while the bottom row does not reveal intense environmental
illuminations.

the target brightness to 0.3, 0.4, 0.5, 0.6, and 0.9 from left to right
(the framed image shows the fixed starting parameter at 0.60). For
each target brightness, we optimize it in 50 iterations with Adam
optimizer with a learning rate of 0.05. Note that, while in this
illustrative case the exposure could be easily adjusted manually
in an editing software, our setup provides a unique benefit: It
aligns the final image with the target perceptual brightness by
considering the interplay of illumination, geometry, and material.
More results are available in the supplementary material.

6.2 Outdoor illumination reproduction

Reproducing outdoor illuminations from a single regular field-
of-view image is a challenging problem due to the missing full
information about the original scene. A variety of works [18],
[20], [26] have tried to directly estimate the outdoor illumination
from captured images by leveraging the power of neural networks.

More sophisticated methods [25], [56] have been proposed for
more accurate light estimation results, which have complex neu-
ral architectures and even more complex inputs. We start from
a perspective of human visual perception, and aim to obtain
physically reliable outdoor illumination under a controllable cost,
without using complex learning-based methods. For this purpose,
first, we captured 1,290 images from the real world, aiming to
construct a large-scale reference dataset for reproducing desired
outdoor illumination. Then we use a lightweight but robust out-
door sky parameter predictor [18] to estimate a roughly plausible
prediction, yielding a collection of available measured outdoor
illumination candidates generated using HW model implemented
in the Mitsuba renderer [22]. Our goal is to use our predictor
to find the desired illumination that best approximates the target
perceived scattering of a target image Ig under given material Mt
and geometry Gt by finding the closest perceived scattering to a
specified target scattering value sopt within the collected measured
outdoor illumination candidates s:

sopt = argmin
si∈s

||A(R(si;Mt ,Gt))−A(Ig)||2, (6)

where A(I) means applying our predictor to a given image I, R
denotes the rendering operation. We can use any given image to
specify the target attribute value because the optimization target
does not rely on pixel-wise distances. Fig. 12 shows sampled en-
vironment maps from the reference dataset and the corresponding
rendering results of bunny. Our predictor retrieves the rendering
result whose perceived scattering most resembles the target image.

6.3 Illumination recommendations for scene design

The selection of suitable environment maps to illuminate a de-
sired scene is often troublesome for artists. Conventional scene
illumination design typically requires users to engage in extensive
trial-and-error to identify environment illumination that conforms
to human aesthetic design. Our predictor can be used to estimate
and visualize the perception of a given object with fixed material
and geometry under a range of outdoor illuminations. Fig. 13



11

illustrates a preliminary example of illumination recommendation
with high scattering for the dragon scene. More examples are
provided in the supplementary material.

7 CONCLUSION

In this work, we have studied the effect of material and ge-
ometry on perceptual outdoor illumination. We have modeled
three perceptual outdoor illumination attributes (scattering, glare,
and brightness) and presented a dataset focused on outdoor il-
lumination perception, containing 5,000 images built upon 200
illuminations, 5 geometries and 5 materials. Moreover, we have
crowdsourced subjective ratings for the perceptual attributes via
a web-based user study. We have further analyzed the effect of
material and geometry in outdoor illumination perception and
we have discussed their interaction effects with our collected
perceptual ratings. Our analysis reveals many interesting trends,
and we believe that our data has the potential to support further
research. Since fully understanding material reflectance, shape,
and illumination directly from an image is a complex task,
extracting physically-based parameters from a single image is
still an open problem. Various works [16], [31], [32] have tried
to use image-level statistics such as luminance to train neural
networks to extract better deep features or predict perceptual
attributes of material appearance from a given input image. In
contrast, we predict perceptual attributes of outdoor illumination
by leveraging a neural network that is trained with our collected
dataset, and have shown that our trained predictor yields promising
performance, and is robust for various scenarios such as shape or
material variations. This makes it well-suited for integration into a
differentiable rendering pipeline for various applications, allowing
users to reproduce real-world outdoor illuminations that match
user-specified perception attributes. It has the potential to assist
artists in illumination recommendations for scene design tasks.

While our method is restricted to outdoor scenes, an extension
of our method to a more comprehensive one using advanced
physically-based illumination models is a promising research
direction. Moreover, although our model performs well for un-
seen scenes with new materials, illuminations, and geometries as
demonstrated in our validation set B (Sec. 5.2), highly complex
scenes with several objects made of different materials would
pose a challenge. In addition, improving the current sampling
strategy for material and geometry with quantitative description
can provide more insights into understanding their interactions.
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